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e In this dissertation, two approaches are developed to address the chang-
Ing structure:

e Dynamic graphs constitute useful data representations for problems of var-

ious natures, making them a recent focus of Machine Learning
e Graph preprocessing creating a substitute graph ot equal size processed by a GNN for

attribute-dynamic graphs afterward
deletion of nodes e Expressive GNN handling the structural dynamics directly

e The handling of changing node and edge sets are challenging. especially the
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Thus, a processable graph stream can be W ﬁ
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formation as well as the constitution of the attribute space.

e Handling structural-dynamic graphs is an ongoing challenge for state-of-  eTo warrant the application of the provided approaches, it is essential to
the-art GNNs examine the expressivity of the models

e There is first research on the Expressivity and Explainability of GNNs e Currently, we set up a baseline practice in 4 for analyzing the expressivity
working for dynamic graphs of given GNNs
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